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EXECUTIVE SUMMARY

High performance computing (HPC) has historically
played a major role in the ability of the United States to
develop and deploy superior weapons, warfighting capa-
bilities, and mission support systems. Under the auspices
of the Director, Defense Research and Engineering
(DDR&E), the Department of Defense (DoD) High Per-
formance Computing Modernization Program (HPCMP)
is the focused modernization effort within the DoD to
acquire, manage, and sustain modern HPC resources in
support of defense science and technology, and develop-
mental test and evaluation.

The HPCMP is rapidly evolving past its initial program
development and procurement start-up phase and is in-
creasing focus on application of HPC technology and
resources to priority defense requirements. This plan
describes some of the accomplishments achieved by the
program in Fiscal Year (FY) 1997 and outlines the major
strategies and milestones we expect to achieve over the
next two years. The overriding goal of the program is to
exploit HPC technology for military advantage across
battlespace. The strategy to achieve this goal is to acquire
and sustain world-class high performance computing and
network capabilities for use by defense scientists and
engineers.

The use of HPC technology is reducing costs and time to
perform systems analysis, design, development, test, and
deployment; helping avoid environmental damage; and
improving the integration and effectiveness of complex
weapons systems. As the DoD continues to reform and
reengineer its acquisition processes, HPC assets, along
with high-fidelity scalable models and simulations, are
being used to reduce the number and cost of building
expensive prototypes. High-fidelity modeling and simu-
lation is also being used to explore more design options
and identify important testing priorities at a fraction of
the cost and time than was possible with traditional theo-
retical, experimental, or operational methods. As a result
of these and similar mission impacts, HPC has become
recognized as a key ingredient to the successful imple-
mentation of major DoD acquisition programs. The tech-
nology is considered fundamental to the success of the
Simulation Based Acquisition and Simulation Based
Design reform initiatives.

During FY 1997, the HPCMP acquired and installed the
first phase of its Performance Level II capability. These

actions increased threefold the peak computational ca-
pacity of the program’s major shared resource centers. At
the same time, several applications development teams
began releasing validated alpha and beta versions of their
new scalable software, further expanding the use of more
powerful scalable HPC technology into day-to-day re-
search and development efforts of the DoD. In addition,
the first high-speed, high-bandwidth network connec-
tions, available under the new Defense Research and
Engineering Network (DREN) contract, were imple-
mented as previous Interim DREN sites, and new sites
took advantage of enhanced network services.

Also in FY 1997, the Major Automated Information Sys-
tem Review Council (MAISRC), responsible for over-
sight of the HPCMP within the Office of the Secretary of
Defense, began an aggressive testing schedule of the
major initiatives of the program. Teams were sent out to
test and evaluate the performance capabilities of the vari-
ous HPC major shared resource centers (MSRCs), dis-
tributed centers (DCs), and application development
teams.

Over the next three years, the HPCMP will complete its
Performance Level III capability upgrades, more than
doubling HPC capability within the DoD. At the same
time, demand for these resources is expected to rise at an
even greater rate, necessitating continued close manage-
ment and prioritization of HPC assets across the many
users of these systems.

The success of the DoD HPCMP is ultimately measured
by what HPC resources enable defense scientists and engi-
neers to accomplish for the warfighter. While the full im-
pact of inserting HPC technology into the defense acquisi-
tion process will not be clearly visible until resulting
weapons, capabilities, and support systems have been
deployed and battle tested, an estimate of the value of
these systems is beginning to take shape. Major success
stories, technical papers, and scientific breakthroughs are
being released regularly; use of this technology by over
4,000 defense scientists and engineers has more than
tripled in the past two years. A small sampling of notable
successes using HPC technology can be seen on the next
two pages. A more in-depth review of these efforts and
other major HPC successes can be found in the 1998 edi-
tion of High Performance Computing Contributions to
DoD Mission Success.



2 HPC Modernization Plan

♦ Aerodynamic Control of Theater
Defense Missiles Using Jet Interaction

Problem: Enemy theater ballistic missiles and cruise
missiles have emerged as a serious threat to both ground
forces and civilian populations. Our ability to track, ac-
quire, and destroy these threats depends on our ability to
operate across a wide range of altitude and atmospheric
conditions that cannot always support the necessary ma-
neuvering agility using traditional aerodynamic con-
trol surfaces such as fins or strakes. Wind tunnel experi-
ments are insufficient to resolve the complex interactions
and control performance of the missile under various
conditions.

♦ Spatial Distribution of Water Vapor Using
Visible-Band Geostationary Satellite

Problem: Turbulent convection, water vapor, and cloud
formations can affect theater operations dramatically, cre-
ating poor line-of-sight visibility, increasing threats to pilot
safety, and decreasing weapon system performance and
communications.

Approach: Improve weather prediction models by increas-
ing their ability to accurately simulate and predict horizon-
tal variations in surface heating and precipitation. Model
predictions can also be improved greatly by feeding them
real-time, visible-band satellite imagery that precisely
identifies positions and movements of clouds and water
vapor observations.

Results: Using HPC technology, new higher fidelity
weather models, integrated with real-time satellite data, are
producing more accurate predictions of shelter height tem-
peratures, moisture convergence patterns, and surface
winds. These positive effects are maintained throughout a
9-hour forecast, providing better predictions of clouds,
precipitation, and associated aviation and weapon system
impact variables (e.g., icing, downbursts). This technology
is also being transferred to the civilian aviation community
and other applications interested in the effects of weather.
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Approach: Use advanced numerical algorithms coupled with high performance computational resources to attack the
three-dimensional problem of effective jet interaction control and autopilot design.

Results: Defense researchers have resolved several critical issues of jet interaction control and generated the extensive
single and multiple jet data needed to understand different aspects of jet interaction control during flight. These findings
are now being used to improve guidance and control accuracy, maneuverability, and reliability of the interceptors needed
to destroy enemy targets across multiple engagement conditions. With HPC resources, an efficient and robust autopilot
can be designed and tested for use across the entire battlespace.
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♦ On-Line Turbine Engine Test Support

Problem: Air-on-hours for turbine engine testing are
very expensive ($10,000/hour for small tests and up to
$27,000/hour for larger tests). Testing of modern turbine
engines also requires hundreds or thousands of sensors
collecting a wide variety of performance data simulta-
neously, several thousand times a second. Processing
test data on-line is required to make critical decisions
during the test, prevent expensive future retesting, and
support timely acquisition decisions.

Approach: Leading-edge high performance computing
resources are incorporated with array processors in the
data acquisition stream to convert raw test data to
engineering units (EU) data. EU data are sent to an HPC
system for real-time and near-real-time calculation of
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♦ Broadband Electromagnetic Simulation
on Unstructured Grids

Problem: Electronic warfare requirements across many
of our critical defense systems call for rapid computing
of broadband radar scatter, advanced radar range design
and simulation, and determination of the effects of high-
power microwaves, electromagnetic interference (EMI),
and electromagnetic pulse (EMP).

Approach: HPC technology is being used to
generate and analyze high-fidelity grids for
complex targets such as fighter aircraft and fit
them to target surfaces from a standard CAD
database. Accurate propagation of waves over
the target through variable geometry of un-
structured cells is a major challenge requiring
very large computational capabilities.

Results: Computational electromagnetics (CEM) has rapidly become integral to advanced aerospace design, not only as
a stand-alone technology, but also as part of a multidisciplinary coupling that leads to well-optimized designs. HPC tech-
nology has advanced our knowledge and simulation of radar cross sections (RCS) for several very difficult targets. The
first pulse calculation of backscatter RCS for a fighter aircraft using an HPC-based unstructured grid CEM code is shown
above for a nose-on incidence. The figures illustrate the passage of a vertically polarized plane pulse over the target,
showing the total horizontal electric field at each instant. This information is being used to assess the vulnerability of
friendly and enemy warfighting platforms across a wide variety of electromagnetic frequencies. It also allows defense
scientists and engineers to design more effective electronic countermeasures to protect our warfighting platforms and
develop more effective weapons to exploit vulnerabilities in target platforms.

engine performance parameters. Performance data are then sent over a high-speed communications network to local
workstations for on-line analysis and to a central archive for future access.

Results: With modern HPC technology, test data point turnaround time was decreased from an average of 10 minutes to
2 minutes. This concept was originally targeted for the F119 engine development tests, but because of its successful cost
reduction and improved turnaround time, it has been expanded to several turbine engine tests such as the F100, F110,
F414, F402, F404, Pratt & Whitney 4000, and Rolls Royce Trent engine.
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5

History

The High Performance Computing Modernization Pro-
gram (HPCMP) was initiated in FY 1993 in response to
congressional direction to modernize the Department of
Defense (DoD) HPC capabilities. Early on, senior leaders
recognized the unique potential of this emerging technol-
ogy as critical to our nation’s future defense. The High
Performance Computing Modernization Office
(HPCMO), staffed with representatives from each Ser-
vice, was established in FY 1994 to perform life cycle
management and acquisition oversight needed to ensure
that the program supports the HPC needs of the defense
science and technology (S&T) and developmental test
and evaluation (DT&E) communities. The program has
evolved past an initial start-up phase of procurement and
program development activities. Since FY 1996, it has
fielded a world-class HPC infrastructure, available to the
full S&T and DT&E communities, that includes 4 major
shared resource centers and 13 smaller focused distrib-
uted centers across the country. Figure 1 illustrates the
DoD HPCMP integrated program strategy.

Program Mission

The HPCMP mission is to modernize the high-
end high performance computing capability
used by the DoD science and technology and
developmental test and evaluation communities,
in order to incorporate technological advantage
into superior weapons, warfighting capabilities,
and related support systems and to accomplish
this advantage more rapidly and affordably with
reduced risks to human life and optimized
system performance.

Program Vision

The HPCMP vision is to enable the DoD to
maintain its technological supremacy over
adversaries of the United States in weapon
systems design and to foster the flow of this
technology into warfighting support systems by
providing world-class HPC capability to the
science and technology and developmental test
and evaluation communities.

Program Scope

The HPCMP scope is bounded both in terms of the user
community it serves and the technological capability it
delivers.  By limiting the scope and by concentrating the
majority of resources at a small number of shared cen-
ters, the program has been able to provide world-class
computing capabilities that could not have efficiently
been obtained and sustained by individual Services or
Agencies. This sharing of resources reduces overall ac-
quisition and sustainment costs and fosters collaboration
and cooperation across the DoD S&T and DT&E com-
munities.

The scope of the user community is defined by Congress
(Public Law 104-61, December 1, 1995, 109 Statute 665,
Sec. 8073) to be

“….. (1) the DoD Science and Technology
(S&T) sites under the cognizance of the Direc-
tor, Defense Research and Engineering, (2) the
DoD Test and Evaluation (DT&E) centers under
the Director, Test and Evaluation (Office of the
Under Secretary of Defense, Acquisition and
Technology), and (3) the Ballistic Missile De-
fense Organization . .”

While the program serves the DT&E community, it is
important to note that its scope does not address opera-
tional test and evaluation requirements — including live
fire testing. Nor is it funded sufficiently to address many
of the unique applications that are not easily handled at
multiuser shared centers such as those maintained by this
program. Recognizing these limitations, and in response
to congressional reporting requirements,* the Director,
Developmental Test, Systems Engineering and Evalua-
tion, and the Director, Operational Test and Evaluation,
are currently developing a separate plan for integrating
HPC fully into the production test and evaluation process
and enterprise.

From a technology capability perspective, the program
maintains a strict focus on providing high performance
computing. The definition of “high performance comput-
ing” changes as the technology continues to evolve. This
consistent evolution requires that the program continually

_________
*National Defense Authorization Act for Fiscal Year 1996, Conference Report 104-450, pp 701-702.
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Figure 2 – HPC resource requirements for important computational technology area problems
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reassess its acquisition plans to ensure that it is not acquir-
ing systems that have become “departmental” class —
computational capability that remains the responsibility of
the local mission organization. The rapid evolution of high
performance computing also requires that the program
focus on delivering improved capability early in its com-
mercial life cycle.  This allows the DoD to maintain the
technological edge required to analyze, design, produce,
and deploy advanced weapons systems and capabilities to
the warfighter — before similar computational capabilities
are available to our adversaries and economic competitors.

Program User Requirements

From its inception, the HPCMP was designed to address
the continuing high-end computing needs of the DoD S&T
program. Congress later amended the program scope to its
current user base of over of 4,000 scientists and engineers
located at more than 100 DoD laboratories, test centers,
and contractor and academic sites. Each member of this
community continues to have evolving requirements for
high-end HPC technology. These requirements are identi-
fied and tracked via an extensive annual effort led by the
program office and a working group of representatives of
all of the major components of the user community.

The requirements process developed and used by the pro-
gram includes a series of surveys sent to users and poten-

tial users throughout the DoD S&T and DT&E communi-
ties, coupled with visits to selected sites to discuss re-
quirements. In addition, the program obtains feedback
through user satisfaction surveys, annual user group
meetings, and advisory panels that work with resource
managers to establish policies and procedures at the
shared resource centers.

A vigorous requirements gathering and validation process
was initiated in FY 1994 to establish a baseline of exist-
ing HPC resources and determine the present and future
needs for such resources. This on-going process includes
an annual analysis and revalidation of short-term and
longer term user needs to provide accurate, timely data
on which to base program decisions.

Figure 2 shows the HPC capabilities needed to resolve
important problems in six computational technology
areas (CTAs) with varying degrees of fidelity. Increasing
fidelity is required to solve critical problems such as
model-driven Integrated Modeling and Test Environ-
ments (IMT) and high-fidelity Forces Modeling and
Simulation (FMS). Other important HPC-related resource
requirements, such as on-line file storage, archival data,
and network bandwidth are not reflected in Figure 2.
However, these needs also require significant increases in
capability to resolve important defense problems across
the CTAs.
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Table 1 — Computational Technology Areas

Computational Technology Areas

The DoD HPCMP user community is organized around
10 CTAs. Each CTA has a designated leader who is a
prominent DoD scientist or engineer working within the

research disciplines included in his CTA. Table 1 pro-
vides a brief description of each CTA, and Table 2 lists
the CTA leaders. CTA leaders serve for a term of ap-
proximately three years, and, beginning in FY 1998, will
be rotated among the military Services.
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_________
*A detailed description of the current Defense Technology Objectives and Joint Warfighting Capability Objectives can be found in various publications
updated and distributed annually by the Director, Defense Research and Engineering, including the Defense Technology Area Plan and the Joint
Warfighting Science and Technology Plan. These documents can also be found on the World Wide Web at http://www.dtic.mil/ddre.

Table 2 — Computational Technology Areas Leaders

Teams of leading defense scientists and engineers use
HPC resources to develop, advance, and maintain hun-
dreds of scientific algorithms, codes, models, and simula-
tions needed to analyze, design, develop, test, evaluate,
and deploy technologically superior weapons, war-
fighting capabilities, and related support systems. Their
efforts produce and support key enabling technologies,
capabilities, and demonstrations articulated by the vari-
ous Defense Technology Objectives (DTOs). These en-
abling DTOs, in turn, support the 10 most critical Joint
Warfighting Capability Objectives (JWCOs) promulgated
by the Joint Requirements Oversight Council (JROC) of
the Joint Chiefs of Staff.*

While not all-inclusive, JWCOs provide focus, priority,
and a common reference point for much of the DoD’s
research, development, test, and evaluation efforts.

They are described in detail in the annual Joint War-
fighting Science and Technology Plan published by the
Director, Defense Research and Engineering and include
(1) information superiority, (2) precision force, (3) com-
bat identification, (4) joint theater missile defense, (5)
military operations in urban terrain, (6) joint readiness
and logistics, (7) joint countermine, (8) electronic com-
bat, (9) chemical/ biological warfare defense and protec-
tion, and (10) counter weapons of mass destruction.

Figure 3 shows the interrelationships between JWCOs,
DTOs, and CTAs and provides just one example of how
work being performed with DoD HPC resources is sup-
porting high-priority warfighting capabilities. In most
cases, each CTA supports multiple DTOs and JWCOs.
Likewise, individual DTOs and JWCOs are supported by
multiple CTAs.
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Figure 3 – HPC support to JWCOs
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The CTAs provide an effective framework for coordinat-
ing and focusing computation-based research efforts to
analyze, research, develop, and deploy advanced weap-
ons, warfighting capabilities, and related support systems
in support of the critical DTOs and JWCOs. To maximize
the ability of the DoD S&T and DT&E community to
meet these mission needs, the program is providing and
sustaining an increasingly powerful high-end HPC
capability based on growing customer requirements. This
HPC environment must be broadly accessible to all
members of the community and includes

• a variety of well-balanced, high-end HPC com-
puters;

• a full complement of systems and applications
software selected to support the needs of the sci-
entists and engineers in each of the CTAs;

• an aggressive technology insertion program that
continues the education, training, and expansion
of the DoD HPC community to accelerate the
exploitation of HPC technology;

• a reliable high-speed network that links DoD
scientists and engineers at their user sites with
each other and the computational resources lo-
cated at the program’s shared resource centers;
and

• software tools that help transition much of the
highest priority DoD computational workload to
scalable HPC systems.

Program Goals

The program goals established to provide an increasingly
powerful high-end HPC environment to the S&T and
DT&E community are to

(1) continually acquire the best commercially avail-
able high-end HPC computers,

(2) acquire and develop common-use software tools
and programming environments,

(3) expand and train the DoD HPC user base,
(4) link users and computer sites via high-speed net-

works (facilitating the creation of collaborative
work environments), and

(5) exploit the best ideas, algorithms, and software
tools emerging from the national HPC infrastruc-
ture.

Program Strategies

The program strategies to achieve these goals are

(1) Goal — Continually acquire the best commercially
available high-end HPC computers.

• Provide a balanced set of commercially available
heterogeneous computing platforms and HPC
systems to meet the full range of DoD require-
ments and permit optimum mapping of require-
ments to system types.

• Build complete HPC environments, including
large computing systems, software, and support
expertise at a few DoD laboratories and DT&E
centers designated as major shared resource cen-
ters (MSRCs) to support a wide community of
HPC users.

• Place modest-sized high performance computa-
tional systems at selected, distributed centers
(DCs) when that placement allows for either in-
novation or mission support not provided by
an MSRC.

• Support efforts to build complementary HPC
capabilities and technologies throughout govern-
ment, academia, and industry that are applicable
to defense S&T and DT&E requirements.

• Continually acquire and upgrade equipment and
support services to assure that DoD HPC centers
provide world-class, state-of-the-art capabilities.

(2) Goal — Acquire and develop common-use software
tools and programming environments.

• Promote standards for DoD research, develop-
ment, test, and evaluation software to ensure that
future transitions and advancements in software
technology are applied in an efficient and cost-
effective manner.

• Focus on applications software initiatives de-
signed to overcome the technological inhibitors
that may delay the effective use of scalable high
performance computers.

• Support software components used in specific
CTAs or by a subset of HPC users across the
community.

• Identify software suites to be shared across se-
lected MSRCs and focused DCs.
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(3) Goal — Expand and train the DoD HPC user
base.

• Provide user education in scalable computer
and computational sciences, software applica-
tions and optimization, and code conversion.

• Promote the formation of DoD-sponsored in-
terdisciplinary teams and collaboration groups
to determine how best to support each CTA and
to leverage academia and industry expertise in
HPC for the solution of DoD problems.

• Develop shared application software in support
of high-priority and broadly needed CTAs.

• Aggressively transfer expertise and knowledge
among the DoD HPC user community.

• Expand the knowledge of the DoD HPC user
community as applications require.

(4) Goal — Link users and computer sites via high-
speed networks (facilitating the creation of col-
laborative work environments).

• Deploy robust and cost-effective network con-
nectivity consistent with HPC traffic require-
ments among and between DoD scientists and
engineers and HPC assets, and between the
DoD and external research and test and evalua-
tion communities.

• Encourage remote usage where appropriate.
• Ensure that the highest priority applications

and end users are well supported.

(5) Goal — Exploit the best ideas, algorithms, and
software tools emerging from the national HPC
infrastructure.

• Ensure that DoD S&T and DT&E users remain
cognizant of, interact with, and leverage inter-
nal DoD HPC initiatives, such as the Defense
Advanced Research Projects Agency’s technol-
ogy development efforts and the software de-
velopment initiatives of defense research of-
fices (Air Force Office of Scientific Research,
Army Research Office, and Office of Naval
Research).

• Ensure that DoD S&T and DT&E users remain
cognizant of, collaborate with, and leverage
other government, academia, industry, and
each other’s HPC efforts.

• Maintain cooperative contact with the appro-
priate committees, subcommittees, working
groups, and advisory panels associated with the
National Science and Technology Committee
(NSTC) structure.

• Maintain cooperative contact with the Depart-
ment of Energy Accelerated Strategic Comput-
ing Initiative (ASCI).

• Provide HPC resources to support defense ap-
plications that directly relate to dual-use tech-
nologies and National Challenges, e.g., envi-
ronment, medical, digital libraries, and manu-
facturing processes and products.

• Ensure the availability of HPC resources to
support defense applications that address DoD
Challenge Projects’ needs, e.g., new materials;
meteorological, oceanographic, and environ-
mental modeling; energy efficient vehicles and
airplanes; and the structure of biological and
chemical phenomena.

• Leverage the nation’s HPC infrastructure to
benefit the warfighter.

Program Initiatives

The HPCMP pursues three initiatives to implement the
program strategies outlined above and achieve its goals.
Work began on each initiative in FY 1994. Initial assess-
ments were provided in FY 1994 and were expanded in
FY 1996 and each year thereafter. Implementation of
program initiatives will continue as long as the DoD
needs to continue broadening and improving the ability
of its S&T and DT&E community to analyze, develop,
and deploy advanced weapons, warfighting capabilities,
and related support systems more rapidly and affordably
and with reduced risks to human life and system perfor-
mance.
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Table 3 — Major Shared Resource Centers

Table 4 — MSRC Focused Support of CTAs

HIGH PERFORMANCE COMPUTING CENTERS

Major Shared Resource Centers (MSRCs)

To enable the DoD S&T and DT&E community to effec-
tively and efficiently use a full range of high-end HPC
resources, the HPCMP has established four large
MSRCs. Sustainment of resources at the MSRCs, along
with the needed support staff, are provided by a team of
government and contractor personnel. Table 3 lists the
four MSRCs.

Each MSRC includes various types of high-end high
performance computing and communications systems,
scientific visualization capabilities, peripheral and archi-
val storage devices, and support staff providing expertise
in the use of these assets, with an emphasis on supporting
large computational requirements/problems. Further,
each center’s hardware configurations, software, pro-
gramming environments, and training efforts are focused

to best support the needs of a particular set of CTAs des-
ignated for that center. Table 4 shows which MSRCs are
tasked to provide emphasis support to which CTAs.

A key element of support at each MSRC is the Program-
ming Environment and Training (PET) effort. This effort,
in addition to extensive training to meet a wide variety of
user needs, also provides system tools and knowledge
about state-of-the-art HPC technology to facilitate the
effective and efficient use of the various HPC systems.
This support is accomplished through collaborative part-
nerships established by each MSRC with several leading
civilian HPC centers and academic institutions in order to
rapidly capture innovation and draw needed civilian ex-
pertise into the DoD. Organized to provide emphasis on
particular CTAs, MSRCs focus on training the DoD user
base, identifying HPC technology opportunities, and
introducing these opportunities into the shared resource
centers’ computing environment.
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Figure 4 – DREN Intersite Services Contract

DREN Intersite Services Contract (DISC)

Major Shared
Resource Centers

Distributed Centers

Remote Sites

Types of Service Delivery 
Points (SDP)

• IP
• ATM
• Circuit Emulation
• Gateway

Distributed Centers (DCs)

DCs provide HPC capability to a specified local and re-
mote portion of the HPCMP user community. Modest-
sized systems are deployed to DCs where there is a sig-
nificant advantage to having a local HPC system and
where there is a unique potential for advancing DoD ap-
plications. DCs leverage HPC expertise or address prob-
lems that cannot be readily solved at the MSRCs, such as
real-time, near-real-time, embedded system applications,
and man-in-the-loop and hardware-in-the-loop testing and
evaluation. The centers are linked by high-speed commu-
nications to the MSRCs and remote users. Thus, they aug-
ment the MSRCs to form the total DoD HPCMP computa-
tional capability. Because DCs are typically established to
exploit a unique opportunity, a sunset policy has been
established to “retire” the center after completion of the
anticipated work.

Networking

The Defense Research and Engineering Network (DREN)
is a robust, high-speed network that provides connectivity
among the program’s geographically dispersed user sites
and shared resource centers. Approximately 1,000 of the
4,000 HPC users reside at the MSRC sites, while the re-

maining 75% are at remote locations. The program’s
networking initiative is supported by the Defense Infor-
mation Systems Agency and the Defense Advanced Re-
search Projects Agency. DREN provides gateways to
many existing military and civilian networks, allowing
access to the program’s resource centers from contractor
and university facilities.

The networking services of DREN are provided by
means of a virtual wide-area network built on a public
communications grid supplied by American Telephone
and Telegraph (AT&T) as part of the DREN Intersite
Services Contract (Figure 4). Networking capability is
specified as a given level of service at each site, with no
definition of interconnecting pathways. Service levels at
each site can be adjusted as requirements change. Adding
and deleting sites from the network and increasing ser-
vice levels can be easily accomplished. Because DREN
uses commercial services, the DREN Intersite Services
Contract can access the fastest available networking tech-
nology immediately upon entry to the commercial sector.
Growing problem sizes, remote interactive visualization
of computations, distance learning, virtual workshops,
remote training, interactive collaborations, and heteroge-
neous computing across sites all place increasingly heavy
demands on network bandwidth.
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Table 5 — Common HPC Software Support Initiative Projects and Principal Investigators

Common HPC Software Support Initiative (CHSSI)

CHSSI is building efficient, scalable, portable software
codes, algorithms, tools, models, and simulations that run
on a variety of HPC platforms and affect a wide number
of S&T and DT&E scientists and engineers. CHSSI is
organized around the 10 CTAs and involves several hun-
dred scientists and engineers working in close collabora-
tion across government, industry, and academia. CHSSI
teams include algorithm developers, applications special-
ists, computational scientists, computer scientists and
engineers, and end users.

CHSSI is helping prepare the DoD to take advantage of
future computing and communications capabilities by
building software with an emphasis on reusability,
scalability, portability, and maintainability. In addition,
CHSSI is producing a new generation of world-class
scientists and engineers trained in scalable software tech-
niques that will reduce the future costs of doing business
and increase our future defense capabilities. Table 5 lists
the current 43 CHSSI projects and principal investigators
across the CTAs.
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Table 6 — Major Shared Resource Center HPC Capability (as of June 1998)

Major Shared Resource Centers

Concurrent acquisitions to establish the four MSRCs
were completed in FY 1996, resulting in integration con-
tracts to provide hardware, software, maintenance, opera-
tions, and support staffs. Each contract includes a base
computational capability, Performance Level (PL) I, with
two options for upgrade (PL II and PL III) as resources
become available.

Table 6 shows the HPC systems installed and planned to
be available to users effective June 1998. Since the first
systems were fielded by the program in FY 1994, the
total peak capability at the MSRCs has increased from 30
gigaflops to just over 1200 gigaflops at the end of FY
1997. Approximately 600 gigaflops have been added this
year as part of the PL II upgrade. Further upgrades to the

Army Research Laboratory MSRC are anticipated as the
final increment of the PL II upgrade is completed. During
this same period — FY 1994 to FY 1998 — utilization,
both in terms of the number of users and the size and
importance of the projects, has continued to rise sharply.

MSRCs FY1998

The program will sustain existing HPC capability at its
four MSRCs and continue to modernize these sites by
acquiring additional HPC systems, capacity, storage, and
scientific visualization capabilities. Contract options will
be exercised to upgrade capability, completing the second
year of PL II. The program will also focus on developing
a common “look and feel” for users across the centers.
This includes login accounts, file structure, web design
and user interfaces. Also, the Program Environment and
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Table 7 — Distributed Centers and Capability

Training effort will continue to provide HPC training and
technology transfer to the various DoD HPC users and
will incorporate and integrate common programming
tools and standards across the DoD HPC community.

MSRCs FY 1999

The program will sustain existing HPC capability and
continue to modernize by acquiring additional HPC sys-
tems, capacity, storage, and scientific visualization capa-
bilities. Over the two-year period — FY 1999 and FY
2000 — MSRC contract options will be exercised to
upgrade performance at these centers, minimally result-
ing in a ten-fold increase over capability at each site in
FY 1996. Improved operating environments and support-
ing tools and software will be firmly in place and tested
across the CTAs. Additional training and interactions
with outside government agencies, industry, and aca-
demic HPC centers will continue as the nation’s HPC
expertise, capabilities, standards, and infrastructure ma-
ture.

Distributed Centers

Augmenting the shared computational capabilities at the
four MSRCs, the HPCMP established or upgraded DCs

over the three-year period FY 1996 through FY 1998
(Table 7). In FY 1997, five existing centers were up-
graded and one new center was created at the Redstone
Technical Test Center. In addition to the DCs listed in the
table, the Arctic Region Supercomputing Center, in
Fairbanks, Alaska, was funded by Congress in FY 1996
through 1998 and is providing computational HPC re-
sources to the user community.

DCs FY 1998

The program approved the acquisition of new systems or
upgrades at five DCs as part of its FY 1998 implementa-
tion plan. Table 8 shows the HPC configurations at the
DCs funded by the HPCMP as of March 1998. Addition-
ally, distributed center proposals from DoD Services and
Agencies have been solicited and will be evaluated late
this year for FY 1999 award and implementation.

DCs FY 1999

The HPCMP will announce selection of the FY 1999 DC
projects and will authorize acquisitions of the new or
upgraded capabilities at the selected centers. The pro-
gram will also solicit DC proposals for FY 2000 award
and implementation.
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Table 8 — Distributed Center HPCMP Resources (as of March 1998)

*Distributed centers funded for FY 1998 additional capability are not yet reflected in the table due to pending acquisition.
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Networking

The Defense Research and Engineering Network
(DREN) Intersite Service Contract (DISC) was awarded
to AT&T in July 1996. The contract allows the govern-
ment to purchase high-speed network service to any-
where in the United States at bandwidths ranging from
1.5 megabits per second to 155 megabits per second
(OC3), with upgrade potential to 2.4 gigabits per second
(OC48) over the five-year life of the contract. Thirteen
Interim DREN sites were transitioned to DISC in Fiscal
Year 1997.

Networking FY 1998

The Interim DREN network, established when the pro-
gram began by consolidating pre-existing Air Force,
Army, and Navy networks, will be phased out entirely as
all network services are shifted over to the DISC. An
additional 47 government sites will be implemented in
FY 1998, bringing the total to 60. Options to increase
bandwidth at selected sites will also be executed. Wide-
area classified networking will enable support to classi-
fied processing requirements over DREN using high-
speed Fastlane encryption technology.

Networking FY 1999

Network connectivity will be sustained for HPCMP us-
ers. Options to increase bandwidth at selected sites will
be executed to meet increased demands resulting from
upgraded computing capabilities at the various HPC cen-
ters. Additional sites will also be added to the DREN.
Planning will begin to develop a follow-on DREN con-
tract or transition follow-on high-speed support to stan-
dard Defense Information Systems Agency (DISA) net-
work operations.

Common HPC Software Support Initiative (CHSSI)

The CHSSI Test and Evaluation Master Plan (TEMP)
was approved in FY 1997, and 43 software projects were
initiated to develop advanced scalable software codes,
algorithms, tools, models, and simulations. Several
CHSSI teams released alpha and beta software products
in FY 1997, and preliminary evaluations of these prod-
ucts show a significant improvement in capability to
efficiently exploit HPC scalable systems in support of a
large number of DoD user projects.

CHSSI FY 1998

CHSSI will continue to develop reusable, scalable, and
portable applications software to exploit massively paral-
lel HPC systems. The focus of the year will be on soft-

ware testing, and additional CHSSI projects will release
alpha and beta software throughout the year. Each CHSSI
project will be reviewed to assess the application of HPC
technology to solve the defense problems being ad-
dressed. Projects no longer deemed appropriate or high
priority, due to changing technology and/or requirements,
will be discontinued. As projects succeed to full software
release or are discontinued due to lack of progress or
applicability, other areas of opportunity will be sought
and new projects will begin.

Cross-collaboration with related technology efforts
throughout the DoD and other federal agencies, industry,
and academia will continue to strengthen. Emphasis will
be on developing standard computing interfaces, user
environments, visualization tools, and other capabilities
that assist nontechnical users working on critical defense
and national security problems to more easily exploit
HPC capabilities.

CHSSI FY 1999

CHSSI software will continue to be developed, tested,
and released to produce improvements in defense opera-
tions. Advances in high-speed computing and communi-
cations technology, especially in distributed computing,
metacomputing, massively parallel HPC architectures,
and remote desktop collaboration, will continue to
change the way the DoD performs its warfighting and
warfighting support missions. These changes will, in
turn, produce new areas of opportunity.

Emphasis on strong software engineering, reusability,
and maintainability will be expanded. Software and pro-
gramming tools such as advanced compilers, debuggers,
and system evaluation tools from inter-Agency efforts
will be transferred and inserted into the DoD HPC com-
munity. These tools will greatly improve the accessibility
and usability of HPC resources to a broader user base.

PROGRAM OFFICE ACCOMPLISHMENTS
AND FUTURE PLANS

DoD Challenge Projects

To ensure that important computationally intensive prob-
lems receive priority resources, a set of DoD Challenge
Project proposals are requested, reviewed, and awarded
each year. These are then allocated approximately 20% of
the program’s total HPC capability. Projects are chosen
annually, and recommendations are made by a selection
board that includes reviewers from outside the DoD.
Selection is based on priority military needs, scientific
merit, and potential for progress. The FY 1998 DoD
Challenge Projects are summarized in Table 9.
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Table 9 — Fiscal Year 1998 DoD Challenge Projects
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Challenge Projects produce, in a timely fashion, signifi-
cantly improved models and simulations to address im-
portant defense problems. Such problems include deter-
mination of blast damage on structures for counter prolif-
eration and counter-terrorism scenarios, disposal of ex-
pired munitions, mine warfare in littoral waters, and finer
calculations of stealth signatures to improve invisibility
across the electromagnetic spectrum. Summaries of sev-
eral FY 1997 DoD Challenge Projects are included in the
1998 edition of High Performance Computing Contribu-
tions to DoD Mission Success.

Customer Requirements and Resource Allocation —
Processes for gathering user requirements, upon which
the program is based, were expanded in FY 1997 to in-
clude on-line input via the World Wide Web. Further, the
HPC Modernization Office established a resource alloca-
tion policy to more effectively distribute the program’s
HPC resources and ensure timely results for DoD’s high-
est priority computational projects. This new policy is
being implemented at the MSRCs in FY 1998 and in-
cludes two parts: allocation of a specified portion of the
program’s total computing resources (20%) to support
DoD Challenge Projects and allocation of the remaining
compute cycles (80%) to support Service/Agency re-
quirements. Of these remaining cycles, 30% are allocated
to each of the Air Force, Army, and Navy, with 10% for
Defense Agencies. Each Service/Agency then distributes
its allocation according to its internal needs.

Security — Although the HPCMP retains overall secu-
rity policy and oversight responsibilities, authority for
security certification and accreditation of individual sys-
tems has been delegated to the host Services. In response
to growing threats posed by the proliferation of computer
system intrusion software widely available commercially
and over the Internet, the HPCMP Security Working
Group (SWG) met during FY 1997 to develop ways to
strengthen existing safeguards to prevent unauthorized
access to DoD HPC resources. Over the next year,
SecureID cards that provide one-time passwords will
be distributed to the entire DoD HPC user base and
Kerberos authentication protocols will be implemented
to enhance our security posture.

User Group Meetings — Annual user group meetings
provide an important forum for interaction between us-
ers, program office personnel, shared resource center
managers, and others involved in the program. The June
1997 meeting had the largest attendance to date, with
more than 300 participants. This event was sponsored by
the Naval Oceanographic Office MSRC and hosted by
the San Diego Supercomputer Center in San Diego, Cali-
fornia. The 1998 meeting will be hosted by the Army

Waterways Experiment Station MSRC and Rice Univer-
sity in Houston, Texas. Beginning in 1998, the Shared
Resource Center Advisory Panel — the program’s user
group leadership — has been designated as the “sponsor”
of the annual user group meeting.

PROGRAM OVERSIGHT AND REVIEW

In FY 1995, the General Services Administration (GSA)
issued a $1.1 billion Delegation of Procurement Author-
ity (DPA) for the four MSRC contract awards. In FY
1996, GSA granted a $430 million DPA for the DREN
Intersite Services Contract. The HPCMP is designated as
a major automated information system program. As such,
the Major Automated Information Systems Review
Council (MAISRC) provides oversight to ensure that the
program meets its required life-cycle management mile-
stones. In April 1994, the Program Office received Mile-
stone 0 approval to initiate the HPCMP, and Milestone I
was granted in February 1995. The MAISRC conducted a
formal Milestone II review in December 1995 and issued
a favorable System Decision Memorandum to continue
with acquisition and modernization on 4 January 1996.

The Milestone 2 decision was key to the substantial
progress the program has made in the past several years.
Milestone 2 approval granted the program authority to
effect full and open centralized acquisitions for high per-
formance computing system upgrades to the four MSRCs
and contracted for the program’s wide area network ser-
vices with the DREN Intersite Services Contract. The
approval further authorized high performance computing
system upgrades at six DCs and the start of CHSSI
projects. Subsequent MAISRC approvals in February and
October 1997 have allowed the program to continue
those software support projects and to provide upgrades
for additional DCs.

The HPCMP has matured sufficiently so that 1998 will
mark the first extensive testing cycle for the program.
The Joint Interoperability Test Command (JITC), the
DoD independent tester, is testing various facets of the
program: two MSRCs, two DCs, and several software
support projects. Preliminary evaluation of test results
shows that the program is on track — moving ever closer
to meeting the needs of our scientists and engineers.

BUDGET

Overall Program Budget

The DoD HPCMP is projected to spend $1,237 million
for fiscal years 1998 through 2003. Table 10 shows the
funding profile by year and major spending category for
fiscal years 1996 through 2003, including actual budgets
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Table 10 — Funding Profile ($M)

for fiscal years 1996 through 1998 and five-year projec-
tions from the President’s FY 1999 budget. This funding
profile represents a reduction of about $590 million from
the initial budget profile shown in the FY 1994 modern-
ization plan, and a reduction of $88 million from the
profile presented in the FY 1997 plan.  All of these reduc-
tions have been directed as a result of fiscal constraints
within the Department of Defense. Although there have
been a number of budget adjustments since the 1994
budget profile was presented, most of the reductions for
fiscal years 2000 through 2003 are the result of a single
$269 million reduction sustained by the program as part
of the final resolution of the Defense Program Objective
Memorandum (POM) for fiscal years 1997 through 2001.

Comparison of the current budget profiles with earlier
budget projections, industry briefings, and acquisition
documents indicates that over 75% of the cumulative
reductions referenced above — an average of almost
$100 million per year beginning in fiscal year 2000 —
will be sustained by the program’s acquisition account as
a direct result of the $269 million POM reduction. As
stated in the FY 1997 modernization plan, the lower bud-
get is sufficient to exercise the base capability as cur-
rently programmed for Performance Level III of the

69YF 79YF 89YF 99YF 00YF 10YF 20YF 30YF

snoitisiuqcAmetsyS 6.821 7.221 7.98 4.28 0.56 1.24 9.25 9.15

gnikrowteN 8.71 0.61 7.32 7.82 9.92 4.33 4.33 4.33

troppuSnoitacilppAmetsyS 6.9 0.12 2.12 8.22 8.22 8.22 8.02 8.02

snoitarepOdnatnemniatsuS 4.65 1.28 2.89 5.98 8.68 0.09 3.58 9.98

latoT 3.212 7.142 8.232 3.322 5.402 3.881 4.291 0.691

MSRC contracts. Given the rapidly increasing user utiliza-
tion of the resource installed through Performance Level II,
however, a majority of the projected user requirements will
not be addressed by even this capability. Therefore, as part
of its strategic planning efforts, the HPCMP staff continues
to examine options to assure that the highest priority war-
fighter needs are met in light of these shortfalls. Other sig-
nificant results of the out-year budget reductions include
scaling back the growth rate for network capability and
phasing out of most funding for DCs beyond fiscal year
2000. Both of these reductions will have the greatest im-
pact on new or just emerging applications requiring either
real-time or high-end interactive applications located re-
mote to the MSRCs.

The continued strong funding in the software support initia-
tive and the sustainment and operations budget lines re-
flects the importance that the program places on software,
integration, and related shared services to the DoD’s HPC
user community. These investments will continue to guar-
antee that the focus of the program remains on enabling
users to address warfighter needs, not only by strengthen-
ing the support infrastructure, but also by providing effec-
tive mechanisms for continued leverage of both national
and industrial investments in HPC-based productivity.



contents

Foreword
1 Executive Summary
5 Program Overview

15 Program Accomplishments and Future Plans

Front cover captions (clockwise starting from top right):
Computed wave pattern at an instant. Free surface is color-coded

with the velocity magnitude; side boundary surface is color-coded
with the fluid pressure.

Axial velocity contours after 10 propulsor revolutions
M113/BMP-2 OSV turret plastic equivalent strain contour plot

showing deformation after 50 ms of simulated rollover
Contours of electric field scattered from B-1B
Current image on GE404 nozzle (2 GHz, vertical polarization)

Back cover captions (clockwise starting from top right):
Mach field in stable level flight
LOCAAS geometry in stowed configuration
Simulation of solid para-hydrogen (small purple spheres) doped with

atomic lithium impurities (larger orange spheres) at 4 K. The doping
level is 3.3 mol percent. In the lower right, a section of the hydrogen
has been cut away so that the progress of the lithium recombination
can be seen more clearly.

Gridless large eddy simulation computation of the turbulent bow wave on
the DDG-51

Mean sea surface height in the Gulf Stream region from the 1/32-degree
Atlantic model compared with the Gulf Stream northern edge from
satellite infrared imagery (1982 to 1996) mean

 Mach contours showing the interference flow field between the missile
and the BAT submunition at different radial locations

Editor: Marsha Bray and Maureen Long
Layout: Donna Gloystein

Cover design/graphic support: Jan Morrow and Suzanne Guilmineau

Produced for the DoD HPC Modernization Office
by the Publications Branch (202) 767-2782
Technical Information Division
NAVAL RESEARCH LABORATORY
4555 Overlook Avenue, S.W.
Washington, DC 20375-5333



HPC
MODERNIZATION
PROGRAM

Department of Defense High Performance Computing

MODERNIZATION
PLAN 1998

High Performance
Computing

Supporting
the Warfighter

DoD HPC Modernization Office
1010 North Glebe Road, Suite 510
Arlington, VA 22210
Phone: (703) 812-8205
FAX: (703) 812-9701
http://www.hpcmo.hpc.mil


